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ABSTRACT

Dimensionality reduction is a common method to reduce
the computational complexity of hyperspectral images and
improve the classification performance. Band selection is
one of the most commonly used methods for dimensionality
reduction. Affinity propagation (AP) is a clustering
algorithm that has better performance than traditional
clustering methods. This paper proposes an improved AP
algorithm (IAP), which divides each intrinsic cluster into
several subsets, and combines the information entropy to
change the initial availability matrix to obtain a suitable
number of clustering results with arbitrary shapes. The
experimental results on the public hyperspectral data set
show that the band combination selected by IAP has a better
classification accuracy compared with all bands data set and
band subset by traditional AP algorithm.

Index Terms — Hyperspectral images, affinity
propagation, improved affinity propagation , classification

1. INTRODUCTION

Hyperspectral images contain higher spatial resolution and
spectral resolution, providing rich information for the
classification and identification of ground features [1].
However, when the training samples are limited, the
classification accuracy will decrease as the band increases,
which is the "Hughes" phenomenon. In addition, the
correlation between adjacent bands is relatively high,
causing information redundancy and increasing the amount
of calculation. Therefore, dimensionality reduction is
necessary.

At present, the dimensionality reduction of
hyperspectral remote sensing images is mainly divided into
two methods: one is feature extraction based on
transformation. The original data is spatially transformed
through mathematical mapping and transformed to a

low-dimensional space. The new feature is a combination of
original features. For example, principal component
analysis [2], local preservation projection [3], the other is
based on non-transformed feature selection, also known as
band selection. Compared with feature extraction, band
selection can retain the physical information of the original
data. It is an effective method to reduce the dimension.

AP is a sample-based clustering method. As a new
clustering algorithm, it was proposed by Frey and Dueck in
2007 [4]. It does not need to specify the number of clusters
in advance, and performs clustering based on the similarity
between sample points. Regarding all sample points as the
initial clustering exemplar, the AP executes fast and has
small errors, and the most representative features can be
found in a short time. It has been successfully applied to
face recognition [5] and wireless remote [6]. [7] combine
AP with ternary mutual information to measure the band
correlation of classification. In [8], the relationship between
hyperspectral data points is measured by two constraints,
and a good classification effect is achieved. AP controls the
number of identified clusters by parameters called
preferences, but only adjusting preferences cannot find all
ideal cluster exemplars.

This paper proposes an improved AP algorithm that
divides each intrinsic cluster into several subsets. In theory,
this segmentation can be randomly, which can obtain
suitable number of clustering results. IAP can find the same
number or more ideal band subsets as AP.

2. ALGORITHM PROPOSED
2.1. Affinity propagation

AP is a sample-based clustering method [4]. It selects real
data points as exemplars, treats all sample points as initial
exemplars, and exchanges information between data points
until a representative sample set appears. AP takes the
similarity between data points as input. The similarity is
defined by the negative Euclidean distance. These
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similarities can be symmetrical or asymmetrical. Similarity
measure can be calculated as

s(xi’x/‘):_”xi_xj ”2 (1)
s(x;,x;)  represents the similarity of x, and x; in AP
which is called preference.

Two types of messages are passed in the AP
algorithm, which are responsibility and availability. r(x;,x;)
represents the numerical message sent from x, to candidate
exemplar x; reflecting whether x; is suitable as the
exemplar of point x; , a(x;,x;) represents numeric message

sent from candidate exemplar x; to x, , reflecting

whether x; chooses x; as its exemplar. The larger value of

r(x;,x;) , the greater the probability that x; is the exemplar,
and the greater probability that x, belongs to x; cluster. AP

algorithm continuously updates the attractiveness and
attribution value of each point through an iterative process,
until a number of high-quality exemplars are generated, and
the remaining data points are assigned to the corresponding
clusters.

Initially, the availabilities are set to zero, i.e.,
a(x;,x;) =0, updating with the following formula

r(x;,x;) =s(x;,x;) —ngi([s(xl.,x,() +a(x;,x,)]

)
Zmax[(),r(xk »%;)] i=j
k#j
4l ;) = min[0,7(x,,x,)+ Y max[0,7(x,,x,)] i# ]
k#j.i (3)

After each update, the exemplar x; of the current
sample x, can be determined, x; is the exemplar of the
maximum value of a(x;,x;)+r(x,x;) . If i=j , then
sample x; is the exemplar of its own cluster, otherwise, x;
belongs to the cluster to which x; belongs. Finally, all the

exemplar points are found by the main diagonal elements of
the decision matrix, which meet a(x;,x;)+7(x;,x;)>0.

In practical applications, search algorithms are prone
to shocks. Therefore, a damping coefficient is added to
ensure that the algorithm converges

Rt+l — OCRHI +(1—0.’)Rt

A" =aA" +(1-a)A' @

Where R and A4 represent the responsibility matrix and the

availability matrix, ¢ is the number of iterations, « is the
damping factor with range of [0.5, 1].

2.2. Improved AP

The information entropy of an image can be used as a
quantification standard for the image. The larger the
information entropy is, the more information the image
contains. The information entropy I of a one-dimensional
image can be expressed as

1==Y" p(i)log p(i)
)

Where p(i) represents the probability that a pixel with a

grayscale value of i appears in the grayscale image.

The initial availability matrix is an important factor
leading to different exemplar sets. This paper proposes a
new method to change exemplar sets by changing the initial
availability matrix.

Algorithm IAP

The preferences s(x;,x;) of band x; and band x; is

calculated according to formula (1).Thus, the similarity
matrix §;,; is formed, where L represents the total

number of bands of hyperspectral image.
Input: S, , number of sub-blocks: k.

Output: exemplar of each data point, i.e., selected band
subsets.
Steps:
1.The information entropy of each band image is
calculated according to formula (5), then arranged in
descending order to ent , Permute S§,,, according

to ent and get the permuted § 'L>< 1 » that is:

s'(x,.,xj) = s(ent(x,),ent(x,)) 6)

2.Divide matrix S 'LX 1 into k blocks, that is:

svll S'12 S’lk

oSy 8y, e S
S — :21 :22 . :2k (7)

Svkl S'kz S'kk

k must be larger than 1 and less than JLi2.
3. Use sub-matrix S|,,S,, -8}, as input of AP, then we

get kavailability matrices A, Ay, -+~ Ay .

4. Combine A{1,Alzz"'A}(k as the input of the initial
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availability matrix of AP to get the exemplar set 7 :
11
A = 2 )
A,
The rest of matrix A are all zeros.
5. Restore [ :
I(x,)=ent(I (x,)) )

6. Output exemplar of each data point, i.e., selected band
subsets.

3. EXPERIMENTAL RESULTS

3.1. Dataset: Salinas scene

Salinas scene is a public hyperspectral data set acquired
by the AVIRIS sensor over Salinas Valley, California,
and with a spectral resolution of 3.7m per pixel and the
10nm. The
is 512x227x224 , including 20 water absorption bands,
108-112, 154-167, and 224. After removing water
absorption bands, there are 204 bands remaining. Fig 1

spectral  resolution is image size

shows the pseudo-color image of Salinas scene and 16
category distribution labels.
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Fig 1. Salinas scene with 16 classes, with (a) pseudo-color of
Salinas scene and (b) Color ground-truth image with class labels

The experimental results are verified by
hyperspectral classification using support vector machine

(SVM) algorithm. Gaussian radial basis kernel function

is selected, and in order to ensure the fairness of
experimental results, all algorithms use the same training
and testing sets.

Table 1 shows Classification accuracy of all bands,
AP, TAP on Salinas scene, where the boldface indicates
the optimal classification accuracy, For each method, the
average OA, AA, Kappa, the number of selected bands
in 30

independent runs are recorded. It can be seen that the

and the corresponding standard deviation
number of band combinations selected by AP and IAP is
fixed, and the experimental results won’t be changed
with the number of experiments, which also shows the
stability of the algorithm. TAP obtains the highest
classification accuracies in terms of OA, AA, and kappa

indexes.

Table 1. Classification accuracy of all bands, AP, IAP on Salinas

scene
Category All bands AP IAP

1 1£0.5 99.93+0.9 99.85+0.4

2 99.87+0.4 99.74%0.7 99.71%£0.6

3 99.32%+1.7 95.86%1.9 96.09%£2.0

4 98.77£0.3 99.32+0.7 98.64%0.2

5 99.60%0.6 99.30%£0.9 99.10%£0.7

6 99.97£0.9 99.79+1.3 99.97+0.8

7 99.66%0.2 99.86+0.3 99.42+0.7

8 81.40+2.3 81.90+3.9 81.87%2.7

9 99.33£0.7 99.60%1.1 99.51£1.0

10 90.73£1.0 88.03+1.9 94.06%0.8

11 98.52+3.1 89.49+54 94.58+4.1

12 96.60+ 1.7 98.67+3.3 99.45+2.2

13 99.56%1.1 96.19+2.4 99.78%0.9

14 97.25£1.2 93.08+1.9 95.11+1.8

15 74.23%1.1 7017+ 1.7 72.62%0.9

16 97.93+1.2 98.52+2.3 98.52+1.7

OA (%) 90.64+1.04 89.34+1.01 91.45+1.03

AA (%) 95.79+1.12 94.34%1.17 95.51%£1.09

Kappa (%) 88.15+0.74 88.48%1.80 90.45+0.95
No. band 2040 7£0 8%0
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Fig 2 shows band subsets obtained by AP and IAP,

where the white lines indicate the index of the selected band.

In order for a visual comparison of classification results,
Fig 3 shows classification maps of Salinas image using all
bands, band subsets by AP and IAP, respectively. It could be
shown from the results that, compared with AP, IAP has a
better classification accuracy, which is even better than
using total bands.
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Fig 2. Results of AP and IAP, where white lines represent selected
bands, with (a) AP and (b) IAP

I

(2) (b ©

Fig 3. Classification maps of the Salinas image, where (a)-(c) are

classification maps by all bands, AP, IAP, respectively.

4. CONCLUSION

This paper proposes an IAP algorithm for hyperspectral
classification, which divides each intrinsic cluster into
several subsets, and combines the information entropy to
change the initial availability matrix to obtain a suitable
number of clustering results with arbitrary shapes. The
experimental results on the public hyperspectral data set
show that the band combination selected by IAP has a better
classification effect.
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